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Abstract

Spectral based graph rewiring has been proposed to improve the performance
of message passing graph neural networks (GNNs) by alleviating problems like
over-squashing and over-smoothing. While spectral gap maximization is a com-
mon objective in rewiring, as we show, also its minimization can lead to better
generalization. We find that their effectiveness is tied to the alignment between
node labels and the latent community structure of the graph, as the spectral gap
primarily influences the community strength but not its alignment with the node
classification task. In the context of stochastic block models, we prove that this
alignment indirectly impacts the probability of rewiring edges between nodes with
the same or different labels, making it the most dominant factor in explaining
GNN performance. To enhance label-community alignment, we propose a novel
label-aware rewiring approach - SoLAR, that deletes inter-class and adds intra-class
edges based on predicted node classes from a surrogate model. As we show through
extensive experiments, the most promising surrogate models result from iterative
training/rewiring cycles of GNNs, we show consistent improvements over existing
baselines on a variety of datasets.

1 Introduction

Graph Neural Networks (GNNs) are a class of deep learning models that commonly adopt the
paradigm of message passing [22, 53, 19, 9]. Information is repeatedly aggregated and diffused
on the graph to generate a graph level representation that can be leveraged to perform either node-
level [34, 26, 61, 31] or graph-level tasks [18, 46, 32]. Although GNNs have found extensive
applications in a wide array of fields, including but not limited to Chemistry [49], Biology [7] and
even Physics [51, 57], they are also known to have several limitations. For instance, GNNs are
known to fail to distinguish simple graph structures [35, 41, 46]. Some other problems include
over-squashing [1, 60, 20], where topological bottlenecks in the input graph desensitize the node
features to information present in distant nodes, and over-smoothing [37, 44, 45, 65, 33], where node
features tend to become indistinguishable due to repeated aggregations and/or increased model depth.

A popular approach to circumvent problems like over-squashing and over-smoothing is to make
the input graph more amenable to message passing by rewiring the graph [60, 2, 21, 43, 32, 31], to
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obtain a better computational structure. Most proposed rewiring approaches so far focus on spectral
gap maximization to mitigate bottlenecks and thus attenuate a graph’s community structure. As
our first contribution, we point out that also spectral gap minimization and thus an amplification of
community structure can improve the performance of a GNN and provide a systematic analysis in
which scenarios one is preferred over the other.

We argue that current rewiring techniques overestimate their effectiveness by not accounting for
the alignment between the nodes’ ground truth labels and their cluster membership labels. If
this alignment is high —sometimes referred to as the cluster hypothesis [12], reducing the latent
community structure can be detrimental to the task. If the alignment is low, amplifying a misaligned
community can also be counterproductive. It is the case that spectral based rewiring either dampens
or amplifies the community structure regardless of the task.

We gain these insights by a theoretical analysis of random graphs drawn from the Stochastic Block
Model (SBM), a paradigm model of graphs with community structure, and a node classification task
where we can control two central quantities that determine the success of GNNs: the community
strength and task-community alignment. Also on real world graphs we observe that the amount of
edges that are rewired in support of task-community alignment correlate with the effectiveness of
different spectral rewiring approaches. Our analysis thus highlights the limits of spectral gap based
rewiring, as its success depends on the task-community alignment but cannot change this critical
factor, which determines the amount of edges between nodes that have different or the same label. In
fact, this quantity also determines the homophily of a graph, which is known to critically influence
the performance of GNNs [39].

To improve the alignment between community structure and graph labels, thus indirectly increasing
the homophily score (§C), we propose a novel graph rewiring approach (SoLAR) that overcomes
the aforementioned limitations of spectral based rewiring and also obtains a better computational
structure in terms of graph-task alignment. We present a graph nature (homophilic/heterophilic)
agnostic rewiring strategy that adopts a surrogate model’s predictions on test nodes as proxy labels to
delete inter-class edges and/or add intra-class edges (Figure 1). Our experiments confirm that the
SoLAR framework helps obtain significant performance boost on various real-world datasets.

In summary, our main contributions are:

• Complementing the graph rewiring literature on spectral gap maximization to fight over-
squashing, we highlight real-world cases in which spectral gap minimization is more
supportive of solving a node classification task than spectral gap maximization.

• Our theoretical insights into an exemplary task on SBMs and experimental evidence identifies
the degree of task and community structure alignment as the most critical underlying factor
to explain when spectral gap rewiring improves a learning task. We present an analysis of
the type of edges added or pruned by maximization or minimization and the cases when that
is preferable, suggesting that this alignment underlies their success.

• To obtain a better alignment by rewiring, we propose SoLAR (see Fig. 1), which rewires
edges with the help of a surrogate model. Our theory and experiments on various real
world benchmark datasets demonstrate the effectiveness of SoLAR, which systematically
outperforms spectral gap rewiring baselines.

2 Related work

Graph rewiring. A key component for GNNs is the input graph, since it not only acts as the
data for model training but is also the computational structure on which message passing [19] is
performed. Real world graphs, however can be noisy and sub-optimal for downstream tasks. For
example, recent studies have pointed out issues like over-squashing [1, 60, 20], where presence of
topological bottlenecks affect how information is diffused. This highlights the importance of the
graph topology and begs the question —how can we obtain an optimal computational structure that
aligns with the downstream task? Graph rewiring has emerged as a popular technique to effect
changes to the edge structure. This can be done based on various criteria. For instance, [60, 21, 43]
propose to use different variants of Ricci curvature [25] to rewire the graph, while [6] argue for
the effective resistance [11], and [4, 17] transform the input graph into an expander graph [50] for
efficient message passing.
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Figure 1: SoLAR: Surrogate Label Aware Rewiring. A first model A is trained on the original graph
(1), and used to predict its test labels (2). The graph is then rewired (3) based on these predictions:
adding same-class edges, and/or deleting different-class edges. A second model B is trained on the
new graph (4). This trained model can be used to test performance (5), but also circle back to step (2)
for an iterative version of SoLAR. We write A.B to indicate different model combinations, used in
the given order.

Spectral gap maximization. Contemporaneously, spectral based methods such as [32] aim to
maximize the spectral gap by edge additions, as a larger spectral gap is inherently linked to faster
mixing time [36] and thus better information flow. However, this can be detrimental in case of
heterophilic graphs [39, 47] as we might add edges between nodes of different labels resulting in
over-smoothing [37, 44, 45, 65, 33]. Spectral gap can also be maximized by deleting edges [31] and
this has shown to be beneficial in slowing down detrimental over-smoothing while simultaneously
mitigating over-squashing, especially in heterophilic settings. Contrarily, [2] advocate for spectral
gap minimization, but do not explain when this is advantageous.

Community and task alignment. Our findings reveal that the underlying mechanism enhancing the
GNN performance when rewiring actually depends on whether we modify edges connecting nodes
with similar or dissimilar labels, and their influence on the latent community structure of the graph. In
fact, [29] take a first step in this direction by analysing the inter-play between community and node-
labels. They propose an information theoretic metric, and demonstrate its impact on performance
by artificially creating and destroying communities in real-world graphs. This also highlights the
importance of positive influence of same-label neighbours and how different label neighbours can be
distracting for node classification [13]. We take this analysis several steps further and answer why
spectral rewiring cannot induce graph-task alignment. We propose a novel proxy label based rewiring
scheme which can provide us with a computational structure that aligns well with the task. This is
reminiscent of [62, 28] which combines label propagation with GNNs to enhance the performance.
In contrast to rewiring based on the cosine similarity of node features [23, 5] to improve homophily,
we do not rely on a potentially non-robust decision what constitutes features as similar, and use more
reliable information for rewiring resulting in higher performance (see Table 5 in §B).

Knowledge distillation. There are also notable differences between our strategy and approaches
related to knowledge distillation and pre-training. We do not transfer knowledge encoded in the model
[64, 63, 59] nor do we use context prediction/attribute masking proposed in [27] for pre-training
GNNs. Note that there have also been several works that explore the application of GNNs in the
context of community detection [10, 15, 55], which is not the focus of this paper.

3 Conceptual analysis

3.1 Spectral rewiring affects community strength

Spectral rewiring approaches usually focus on reducing over-squashing by maximizing the spectral
gap of the input graph. However, maximizing the gap has a distinct effect on its latent community
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(a) Original SBM. (b) Maximizing spectral gap. (c) Minimizing spectral gap.

Figure 2: Visualizing the effect of spectral graph maximization and minimization by deleting edges
on a perfectly aligned SBM with 100 nodes.

structure. It is the case that, by maximizing the spectral gap, inter-community edges are added and
intra-community edges are deleted, which attenuates the community strength (Theorem 1).

When there is a high task-community alignment —which has also been termed as the cluster
hypothesis [12]— the addition of inter-community edges likely corresponds to more inter-class
edges, while the removal of intra-community edges likely corresponds to less intra-class edges.
Consequently, message passing happens on a less informative computational structure, rendering
the rewiring detrimental to the performance of any classifier (Theorem 2). On the other hand, by
minimizing the spectral gap inter-community edges are deleted and intra-community edges are added,
which strengthens the community structure. If this structure is highly aligned with the labels, the
rewiring is beneficial.

We illustrate the case of high task-community alignment of graphs with a paradigmatic example: the
Stochastic Block Model (SBM (p, q, C)) which is a random graph model with planted communities.
The nodes are partitioned into C communities —we adopt a binary SBM (C = 2) unless explicitly
stated otherwise. The edges are randomly sampled with probabilities p for intra-community edges
and q for inter-community edges. We summarize our findings in the theorems below. Their proofs
can be found in §A of the appendix.
Theorem 1 (A less pronounced community structure corresponds to a higher spectral gap). Let G be

a (p-q)-SBM with N nodes in 2 equally-sized communities and intra/inter-edge probabilities p > q.

Let G
del

be a (p
0
-q)-SBM where p

0
< p, and G

add
be a (p-q

0
)-SBM where q

0
> q. The (expected)

spectral gap of G is smaller than those of G
del

and G
add

: �1(G) < �1(Gdel), and �1(G) < �1(Gadd).
In fact, the spectral gap is approximately / q�p

q+p .

Theorem 2 (A less pronounced community structure harms performance —if high task-community
alignment). Let G be the (p-q)-SBM from Theorem 1. Let xi be the single feature of node i, and `i its

label, which corresponds to node i’s community. Let f be an optimal classifier on the model’s features,

X , and e(f,X) the (expected) proportion of misclassified nodes. After a step of sum aggregation, e

is monotonically decreasing with respect to p, and increasing with respect to q.

3.2 Varying the amount of task-community alignment

Theorem 2 applies to a Stochastic Block Model with a perfect alignment between its clusters and the
task. However, in real-world graphs this assumption is not always present. The relationship between
the task and the underlying community structure —which can even be missing— can take more
complex forms. For instance, in heterophilic settings, same-label nodes do not need to be connected,
so the effect of spectral rewiring on them is not straightforward. While spectral rewiring can influence
performance by modifying how pronounced the latent community structure is, aggregation on the
input graph is much more effective if we improve the mentioned alignment directly, which spectral
rewiring fails to do.

This intuition is corroborated and quantified by our theory. Theorem 3 describes the behaviour of
the proportion of misclassified nodes after a step of neighborhood aggregation. If we take  = 1
we obtain the same behaviour as in Theorem 2. If we take  = 0 we obtain an SBM with the
labels exactly opposite their communities, so by renaming the communities we get back to a perfect
alignment. If  = 0.5 then P (M) = �(0) = 1

2 , so half the nodes are misclassified and this classifier
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(a) Correlation of some scores for different values
of (p, q).

(b) Accuracy of a GCN trained on different (p, q)
(for 5 different seeds).

Figure 3: The effects of Theorem 1 (for spectral gap) and Theorems 2, 3 (for accuracy) on several 1000-
node SBM-(p, q). Each SBM has different p and q, where p = {0.5, 0.7, 0.99} and q = {0.2, 0.5},
and different alignment between the labels and the planted communities: {0.9, 0.95, 1}, as well as an
example of 0.6 alignment which gets practically null performance. Spectral gap correlates perfectly
with q�p

p+q , and negatively with the community structure and the homophily with perfect alignment.
Thus, it is equivalent to plot Figure 3(b) with any of these as the x-axis.

is as good as a random choice. While, in this setup, most of the real distributions of neighbours follow
binomials, we have reduced the formula with normal approximations to look at the continuous trends.
All nuances are derived in the proof A.3. From it we can learn that the  parameter is crucial to the
GNN performance.
Theorem 3 (The effect of different task-community alignments on performance). Let G be the

(p-q)-SBM from Theorem 1 (p > q). Let xi be the single feature of node i where xi ⇠ N (�1, 1) or

xi ⇠ N (1, 1) depending on its class, and `i its label, which may correspond to node i’s community

with a fixed probability  . After a step of sum aggregation, the proportion of misclassified nodes of

the best classifier f is approximately

P (M) ⇡ 1�  + (2 � 1)�

0

@ �N
2 (2 � 1)(p� q)

q
N
2 (p+ q + p(1� p) + q(1� q) + 2(p� q)2 (1�  ))

1

A

3.3 Experiments on SBM for different p and q

The previously stated theorems are also supported by empirical results. We create an SBM graph
where the node features are generated from two normal distributions according to their class, which
corresponds to the community cluster with a fixed probability (the alignment). Figure 2 visually
shows what is proved in Theorem 1: that maximizing the spectral gap results in a weaker latent
community structure, while minimization enhances it. But how does changing the spectral gap
affect performance? For different values of p and q, we train a 2-layered GCN [34] and measure
the Normalized Mutual Information (NMI) [15] between the ground truth labels and the predictions
made by the GCN, which we show in Figure 3(b).

Following the results for the proof of Theorem 1, in Figure 3(a) the spectral gap correlates with q�p
q+p ,

and also in this case with the community strength of the SBM (negatively), as well as with the graph’s
normalized homophily score when the alignment is perfect. When it is weaker, the homophily also
decreases homogeneously. In Figure 3(b) we compare the spectral gap of these different SBM graphs
against the accuracy of a GCN trained on it, using a fixed train-test split.

In cases of high homophily and high alignment, it is beneficial to minimize the spectral gap, as the
communities that get strengthened also correspond to the task labels. However, the spectral gap does
not completely correlate with the GCN accuracy, as it can only affect the community strength. We

5



(a) Number of edges that connect nodes with the
Same Labels (SL) and the Same Community (SC).

(b) Number of edges that connect nodes with Dif-
ferent Labels (DL) in Different Communities (DC).

Figure 4: The total number of edges that connect nodes with the same or opposite labels in an
SBM-(p, q) setup for different values of p and q. The number of SLSC edges correlates with the
accuracy in some cases where the proportion of these edges (homophily) does not. The communities
are calculated with a modularity maximization algorithm, so they correspond to the latent structures
and not the generated ones.

can also see that the lack of task-graph alignment very quickly dampens the GNN perfomance, as
shown by the different hues in the scatter plot. Changing the alignment only from 1.0 to 0.95 reduces
dramatically the influence of different (p, q) on the performance.

But even within the same theoretical alignment, the topology of the graph has more nuance on the
accuracy values. For instance, the SBM-(0.5, 0.2) has a lower spectral gap (and higher homophily)
than the SBM-(0.99, 0.5), although a worse test performance. This might be explained by a higher
amount of same-label edges —in spite of having a lower proportion of them over all edges, as seen in
Figure 4. More same-label edges better support the task, so it is natural to propose a rewiring approach
that aims to maximize this quantity, especially if these edges stay within the latent communities. In
the same spirit we can try to minimize the number of opposite-label edges too. Both approaches lead
to our framework SoLAR (§4).

3.4 Analysis on real-world datasets

When training GNNs on real world datasets, the trends in accuracy scores become more complex.
It is not straightforward to know when minimization or maximization works the best nor do we get
an insight into how many edge modifications are required to see a change in the GNN performance.
On one hand, very homophilic datasets might be similar to the SBM setup described in the previous
theorems, so spectral maximization is detrimental in the long run —as seen for Cora and Citeseer in
Figure 5, where the alignment between labels and communities gets heavily reduced, and so does
the accuracy. On the other hand, improving the connectivity might be key for some tasks, where,
for example, information needs to travel across different clusters. All different kinds of spectral
rewiring methods are usually effective for small number of edge changes, as they might locally have
a denoising effect for some edges.

However, the trend variability for spectral rewiring might be explained by the type of edges it adds
or deletes, in terms of both the labels and the communities they connect. We show in Figure 6 the
number of edges that connect nodes with the same or different labels and communities, for spectral
minimization, maximization, and random rewiring of 500 edges, for both Cora and Chameleon. We
use the spectral gap optimization algorithms presented in [31], as they are computationally cheaper to
approximate. We can easily substitute this with any method that performs spectral gap optimization
like FoSR [32]. The amount of edges for each type clearly changes from the homophilic to the
heterophilic case for the different methods.

In the first row (MinGap), we see that minimization adds same-community edges more than the
other two methods. When adding edges in homophilic settings (Cora) this is preferred, because
these same-community edges are mostly same-label (Same C: 152/21). However, in heterophilic
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Figure 5: Maximizing the spectral gap (using [31]) on Cora and Citeseer reduces both the task-graph
alignment and the test accuracy.

(a) Cora: additions vs. deletions (b) Chameleon: additions vs. deletions

Figure 6: Alignment matrices for Cora (homophilic) and Chameleon (heterophilic) by a 500-edge
rewiring method. In each row: spectral minimization and maximization from [31], and random
rewiring. In each column: additions and deletions. Each alignment matrix compares the number of
edges added/deleted in terms of the type of nodes it connects: with the Same or Different L(abel),
and with the Same or Different C(ommunity).

settings (Chameleon) the opposite is true: making the community structure more pronounced adds
edges connecting different labels (Same C: 95/265). Deletions are, however, more similar to random
rewiring, with the exception of a subtle increase in the pruning of different-community edges for the
heterophilic setting, compared to random (Different C: -15/-59).

In the second row, MaxGap exclusively adds different-community edges. In homophilic settings
this is detrimental, as most of them will be from different classes (Different C: 36/464). However,
in heterophilic settings it might connect nodes of the same class, which helps align the community
structure with the task (Different C: 152/348). MaxGap also prunes almost exclusively same-
community edges, which is again detrimental for the homophilic case (Same C: -409/-57) and more
helping in the heterophilic case (Same C: -167/333). The fact that spectral pruning maximization
helps especially in heterophilic settings is supported by the experimental evidence in [31].

The alignment matrices serve as a guiding principle to determine if spectral gap maximization or
minimization should be preferred. However, spectral gap optimization fails to transform the input
graph into a computational structure that is well aligned for the downstream task. As a resolution, we
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advocate for a rewiring strategy that aims to maximize the amount of same-label and minimize the
amount of different-label edges directly.

4 SoLAR: Surrogate Label Aware Rewiring

Let G = (V, E) be an undirected and unweighted graph with |V| nodes and |E| edges. The adjacency
matrix A 2 R|V|⇥|V| encodes the graph topology. We use a 2-layered GCN [34, 14] which operates
on the degree normalized adjacency matrix Â = D̃

�1/2(A+ I)D̃�1/2 and X is the associated node
features. The task is to perform node classification in a transductive setting. That is, given a set
of nodes Vtrain whose labels Ytrain are available, we are required to predict the labels of nodes
Vtest = V\Vtrain. Let Z be the predictions made by the GCN

Z = softmax(Â�(ÂX⇥(0))⇥(1) (1)

where �(·) is a non-linear activation function such as ReLU and ⇥ the weight matrix. We propose a
simple yet highly effective strategy that uses predictions made by a surrogate GNN model as proxy
labels for graph rewiring —since we do not have access to test node labels in a semi-supervised
setting. The process works in two stages. In the first stage, we instantiate a surrogate GNN
Z1 = fsurrogate(G,⇥) (such as in Equation (1)), and train it to convergence to obtain a set of
predicted labels. We then use the predicted labels, Z1 = Yproxy, to rewire the graph by either
deleting inter-class edges and/or adding intra-class edges to obtain a rewired graph Ĝ = (V, Ê) —we
use the predictions on the test set, as we already have access to the ground truth labels for the nodes
in the train set. In the second stage, we instantiate a second ‘training’ GNN —ftrain(Ĝ,⇥), which
operates on the new computational structure. Note that f(G,⇥) can be any model which is expressive
enough. The process is illustrated in Figure 1.

Apart from GCN models, in Section §5 we experiment with GATv2 [8] to ablate the effect of model
expressivity on the quality of the proxy labels. The above outlined process can be either done in
a one-shot way, where the pre-requisite number of edges are deleted/added at once to obtain the
modified graph or can be done iteratively, that is, train-rewire-train (cf. §C.1). We present results on
node classification using both the methods.

5 Experiments

We perform node classification on the following homophilic datasets: Cora [40], Citeseer [54] and
Pubmed [42], Co-author CS, Physics and Amazon Photos [56]. We also report results on heterophilic
graphs Chameleon, Squirrel, Actor and the WebKB datasets consisting of Cornell, Wisconsin and
Texas [48]. Additionally, we include three large heterophilic graphs: Roman-empire and Amazon-
ratings introduced in [48], and Penn94 [38]. Our backbone models are GCN [34] and GATv2 [8].
We present results for both one-shot SoLAR and Iterative SoLAR (in Section §C.1).

As we have access to the ground truth labels for the train set and the proxy labels for test set, we
already have a good estimation of how many inter-class/intra-class edges are present in a graph. This
allows us to make quick decisions about the number of edges to modify, without having to tune it
like in other rewiring approaches [60, 32, 43, 21, 31]. For instance, Cora allows for deleting roughly
1700 inter-class edges without disconnecting the graph, so with this edge modification budget as our
constraint we can choose to have as many train-rewire-train iterations.

We adopt 60/20/20 splits for training, validation and testing respectively. The final test accuracy is
reported averaged over 100 splits of the data. See Section §D for training details and hyperparameters
used. We test two GNN models to see the effect of quality labels from an expressive model has
on the generalization performance. The top performance is highlighted in bold. We compare GCN
and GATv2 operating on the original graph with FoSR [32], which approximates the spectral gap
change using a first order approximation and adds edges that maximize this proxy, PROXYDELMIN
[31] deletes edges that minimize the spectral gap, and our proposed rewiring method: GCN.GCN and
GATv2.GATv2, where the first model gives the proxy labels for rewiring the graph and the second
model uses the rewired graph for training on the downstream task. Note that we use the ground
truth labels for the train nodes and the surrogate labels for the test nodes only. We report results for
both predicted-inter-class edge deletions and predicted-intra-class edge additions. When deleting
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Table 1: Node classification using one-shot SoLAR on large heterophilic graphs.

Method Roman-Empire Amazon-Ratings Penn94

GCN 77.74±0.60 47.66±0.54 82.29±0.77
GATv2 82.52±0.50 47.66±0.95 81.85±3.02

GCN+FoSR 73.60±1.11 49.68±0.73 69.73±7.83
GATv2+FoSR 81.88±1.07 51.36±0.62 72.56±5.55

GCN.GCN+Delete 80.90±0.14 50.30±0.09 83.59±1.40
GCN.GCN+Add 81.13±0.21 49.86±0.11 83.65±1.69

GATv2.GATv2+Delete 84.32±0.80 52.06±0.00 83.58±1.60
GATv2.GATv2+Add 84.27±0.40 52.08±0.09 83.60±1.32

inter-class edges we ensure we do not disconnect the graph and leave few edges to preserve the
original structural integrity of the graph.

In Table 2 we present the results for the homophilic graphs, and in Table 1 and Table 3 we present
results for the heterophilic graphs. Evidently, our proposed rewiring boosts the GNN performance
across all datasets tested. Especially on large heterophilic datasets like Roman-empire and Amazon-
ratings, we can see the combination of GATv2.GATv2 giving the best performance. This highlights
the importance of the expressiveness of the surrogate model which endows the proxy labels: a more
powerful model like GATv2 will have stronger effect on the quality of the labels.

Table 2: Node classification on homophilic graphs using one-shot SoLAR.

Method Cora Citeseer Pubmed CS Physics Photo

GCN 87.94±3.35 79.38±3.48 81.99±1.42 92.44±0.67 93.64±0.16 92.89±1.23
GATv2 89.13±3.13 81.92±4.81 81.83±1.04 91.90±1.59 94.07±0.44 91.22±2.18

GCN+FoSR 88.74±2.70 79.48±3.77 82.22±1.24 93.54±0.80 94.72±0.21 90.57±3.82
GATv2+FoSR 89.72±2.91 81.75±4.86 81.29±2.31 92.35±1.21 93.96±0.40 90.48±2.57

GCN+Proxydelmin 89.35±2.92 79.56±2.96 82.89±1.53 93.66±0.83 94.61±0.27 92.46±2.16
GATv2+Proxydelmin 89.61±3.00 81.57±3.56 81.59±1.43 93.31±1.21 94.43±0.33 93.86±1.61
GCN.GCN+Delete 90.17±2.82 82.22±4.01 82.61±1.16 93.00±0.21 93.96±0.10 93.75±0.99
GCN.GCN+Add 90.06±2.56 83.26±4.44 83.05±2.50 92.46±0.56 95.47±0.31 92.13±0.32

GATv2.GATv2+Delete 90.06±3.31 83.01±4.32 82.41±2.46 94.16±1.79 95.01±0.54 93.78±1.30
GATv2.GATv2+Add 89.63±3.16 81.78±4.44 81.32±1.66 92.79±1.58 94.25±0.46 93.36±1.93

Table 3: Node classification on heterophilic graphs using one-shot SoLAR.

Method Cornell Texas Wisconsin Chameleon Squirrel Actor

GCN 68.31±8.13 73.47±10.13 66.14±9.23 54.64±6.94 43.25±6.32 28.26±3.22
GATv2 86.84±9.78 89.01±10.43 87.56±9.20 61.79±10.20 45.71±5.12 29.41±2.98

GCN+FoSR 71.64±9.80 73.93±10.23 65.85±7.73 54.40±6.58 42.80±6.40 28.66±3.21
GATv2+FoSR 76.12±6.51 78.15±7.81 74.08±9.01 46.48 ± 4.97 47.40±7.17 27.45±3.61

GCN+Proxydelmin 81.94±7.96 83.46±10.90 70.63±7.68 53.64±6.00 41.26±5.35 28.58±2.93
GATv2+Proxydelmin 85.40±7.64 83.44±9.52 79.78±11.26 66.15±12.01 45.02±5.13 32.37±4.36
GCN.GCN+Delete 68.35±8.54 74.12±9.89 67.85±7.14 57.19 ± 6.45 44.50±6.29 29.25±3.50
GCN.GCN+Add 69.42±8.93 74.20±10.26 68.51±7.20 56.43 ± 6.16 44.04±6.34 28.16±3.22

GATv2.GATv2+Delete 87.40±9.89 90.14±10.64 88.32±9.08 68.89±11.50 49.10±5.59 30.31±4.29
GATv2.GATv2+Add 87.12±9.59 87.97±10.95 87.76±9.57 66.35±11.18 46.44±6.00 29.46±4.67

6 Discussion

It is clear from our analyses (§3) and supporting experiments (§5) that our rewiring strategy helps
achieve better GNN performance, as it transforms the input graph to a computational structure which
is better aligned with the learning task. Our approach works seamlessly for both homophilic and
heterophilic settings— contrary to methods which use non-robust feature similarity measures [28, 5]
or require expensive k-hop rewiring during training [24] to be effective. Our approach is also more
powerful in that it is capable of directly influencing measures (cf. §C) that are critical for GNN
performance, as opposed to methods that rely purely on the topological characteristics of the input
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graph [60, 32, 43, 21, 31] like the spectral gap. However, it is important to note that the quality of
rewiring largely depends on the surrogate model’s ability to provide accurate labels. If the predicted
labels are too noisy, they will also not be very informative for the rewiring, and may even amplify
issues that were already present in the initial model. In this case, it could be interesting to take
features into account, combining this work with [23, 5]. Furthermore, this rewiring does not explicitly
address other problems that arise in GNNs, such as over-squashing and over-smoothing; the impact of
these issues may still persist during training. Another approach for a more complex rewiring strategy
could be to combine spectral and label-aware rewiring in order to preserve sufficient connectivity.
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Appendix

A Proofs

A.1 Proof of Theorem 1

Proof. We consider an SBM with 2 classes and N
2 nodes in each class, with intra-class edge prob-

ability p and inter-class edge probability q. Its adjacency matrix A is a random matrix where
Aij = Bernoulli(p) if nodes i, j are in the same cluster, and Aij = Bernoulli(q) otherwise. For a
large N , the adjacency matrix A can be approximated by its expected value, which is a block matrix:

Ã =

✓
P Q

Q P

◆
, where P = p · N

2
+(1�p)IN

2
, where all values are p except the diagonal with ones,

and Q = q · N
2

. Thus, the expected degree matrix D̃ is diagonal with entries D̃ii = 1�p+ N
2 (p+q).

To find the second largest eigenvalue �2, we need to spectrally analyze the (expected) normalized

Laplacian of Ã; that is, L = I � D̃
�1/2

ÃD̃
�1/2. We have that D̃�1/2 =

⇣
1

1�p+N
2 (p+q)

⌘1/2
IN , so

D̃
�1/2

ÃD̃
�1/2 =

 
1

1� p+ N
2 (p+ q)

!
Ã := d̃Ã

We need to find � such that det (L� �I) = 0. We have

L� �I = I � d̃Ã� �I = �d̃Ã� (�� 1)I =

✓
�d̃P � (�� 1)I �d̃Q

�d̃Q �d̃P � (�� 1)I

◆

(�d̃P � (�� 1)I) and �d̃Q commute, so by [58], the determinant of that matrix is

det

✓⇣
�d̃P � (�� 1)I

⌘2
�
⇣
�d̃Q

⌘2◆
= det

⇣
d̃(Q� P )� (�� 1)I

⌘
det
⇣
�d̃(P +Q)� (�� 1)I

⌘

We have that Q�P = (q�p)· N
2
+(1�p)IN

2
, which has eigenvalues (1�p) and ((q�p)N2 +(1�p)),

so we finally get the required eigenvalue

�2 = d̃((q � p)
N

2
+ (1� p)) + 1 =

(q � p)N2 + (1� p)

(q + p)N2 + (1� p)
+ 1

For N > 2 and p, q 2 (0, 1): @
@p

⇣
(q�p)N

2 +(1�p)

(q+p)N
2 +(1�p)

+ 1
⌘

= � 2N(Nq+2)
((N�2)p+Nq+2)2

< 0, while

@
@q

✓
((p�q)N

2 +(1�p))
((p+q)N

2 +(1�p))
+ 1

◆
= 2N2p

((N�2)p+Nq+2)2
> 0. This proves that �2 increases when p de-

creases, and when q increases. So a higher spectral gap is related to a lower community structure.

A.2 Proof of Theorem 2

Proof. We consider an SBM with 2 classes and N
2 nodes in each class, with intra-class edge proba-

bility p and inter-class edge probability q. Each node i 2 {0, . . . , N � 1} has one feature, xi, and a
label `i which corresponds to the block it belongs to: `i = 1 , i � N

2 . The task is, therefore, to
predict each node’s community association. In this case, the alignment of communities and labels is
perfect.

Each feature xi is aligned with its label following a normal distribution: class-0 node features follow
N (�µ0,�

2
0), while class-1 node features follow N (µ0,�

2
0), as shown in Figure 7(a). A perfect

classifier f without any knowledge of the graph structure builds a decision boundary at x = 0.
The expected number of misclassified nodes is N

2 times the intersection area of both distributions
—because they are normalized from a population of N

2 each. Such area is 2 · �(�µ0

�0
), where � is

the cumulative distribution function of the standard normal distribution (see Figure 7(b)). Therefore,
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the proportion of misclassifications is e(f) = N
2 · 2 · �(�µ0

�0
) · 1

N = �(�µ0

�0
). As � is a cumulative

function, it is monotonically increasing with respect to its argument.

The classification error of f can be reduced by performing a step of message passing on the graph,
which utilizes the community information to further separate the two classes. We shall consider a
single round of sum aggregation as an example.

0�µ0 µ0

xi

D
en

si
ty

N (�µ0,�
2
0) N (µ0,�

2
0)

(a) The distribution of features from both clusters
before training. The area in purple corresponds to
nodes wrongly classified by the decision boundary
x = 0.

0�µ0

�0

xi

D
en

si
ty

N (0, 1)

(b) The cumulative distribution function at x = �1
of N (µ0,�

2
0) is equal to the cumulative distribution

function at x = �µ0
�0

of the standard normal distribu-
tion N (0, 1), which is �(�µ0

�0
). The purple area of

Figure 7(a) is two times this quantity.

Any node has an expected Ep = p ·
�
N
2 � 1

�
intra-class neighbors, plus itself, and an expected

Eq = q · N
2 inter-class neighbors. In the proof A.3 we compute the same quantity with neighbour

distributions instead, for a more fine-grained approximation. The hidden state of a class-1 node i after
a step of sum aggregation is therefore the sum of Ep+1 random variables ⇠ N (µ0,�

2
0) and Eq random

variables ⇠ N (�µ0,�
2
0). This follows another normal distribution with mean µ1 := µ0 ·(1+Ep�Eq)

and variance �2
1 := �

2
0 · (1 + Ep + Eq). Conversely, the hidden state of a class-0 node i follows a

normal distribution of mean �µ1 and the same variance �2
1 . The decision boundary of a perfect

classifier is still at x = 0, but the average proportion of misclassified nodes is now �(�µ1

�1
), which

depends on p and q. Specifically, it tends to be monotonically decreasing with respect to p; this means
that the higher the community structure, the more accurate the classifier can be, because there is more
information to utilize.

Let us take µ0 = 1 and �0 = 1 to simplify the calculations. We need to check that @
@p

⇣
�µ1

�1

⌘
< 0.

For N > 2 and p, q 2 (0, 1):

µ1 = 1 · (1 + p
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◆
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N
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�µ1

�1
= �
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2 · (p� q)

q
1� p+ N

2 · (p+ q)

@
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✓
�µ1
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◆
= � (N � 2)((N � 2)p+ 3Nq + 2)

2
p
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On the other side, @
@q
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2
p
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3
2

> 0 () N(6 + 3(N � 2)p+Nq) > 0
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This proves that, by reducing the community structure (either by decreasing p or increasing q), then
the quantity �µ1

�1
increases, so the expected proportion of misclassified nodes e(f) = �

⇣
�µ1

�1

⌘
also

increases. In consequence, it harms the performance of classifier f .

The graph’s information provides a better separation between the two classes if the intra-class edge
probability is high enough. From this we can conclude that reducing the intra-class edge probability
is not a good strategy to improve the classification performance for any model on the graph.

A.3 Proof of Theorem 3

Proof. We consider another SBM with 2 classes and N
2 nodes in each class, with intra-class edge

probability p and inter-class edge probability q. Each node i 2 {0, . . . , N � 1} has again one
feature, xi, aligned with its class label `i following a normal distribution: N (�µ0,�

2
0) for class 0

and N (µ0,�
2
0) for class 1. However, now `i corresponds to its community with a fixed probability  

—recovering Theorem 2 when  = 1.

What is the probability of any node i such that, after a round of sum aggregation, its modified
representation x

0
i is now misclassified (M )? As the two classes are symmetric:

P (M) = P (M,L0) + P (M,L1)

= P (L0)P (M |L0) + P (L1)P (M |L1)

=
1

2
P (M |L0) +

1

2
P (M |L1)

= P (M |L0)

Then the question becomes the following: what is the probability of a node with label L0 being
misclassified? It depends whether it belongs to community C0 or C1.

P (M |L0) = P (M,C0|L0) + P (M,C1|L0)

= P (C0|L0)P (M |L0, C0) + P (C1|L0)P (M |L0, C1)

=  P (M |L0, C0) + (1�  )P (M |L0, C1)

P (M |L0, C0) = P (X 0
(L0,C0)

> 0). We now need to calculate what is the predicted label of a
(L0, C0) node after a sum aggregation round. For this we need the distribution of its neighbours. We
consider the node to have a self loop, as it uses its own feature too.

• The number of nodes (L0, C0) (that are not node i) follows a binomial distribution N0 ⇠
B(N2 �1, ). However, for easiness of proof we will approximate it by a normal distribution,
which is appropriate for N large enough: N0 ⇠ N ((N2 � 1) , (N2 � 1) (1 �  )). The
amount of them connected to node i follows a conditional binomial distribution H00 ⇠
B(n0, p) | N0 = n0, which we again approximate by H00 ⇠ N (n0p, n0p(1� p)) | N0 =
n0.

• The number of nodes (L0, C1) that are connected to node i follows H01 ⇠ B(N2 � 1 �
n0, q) |N0 = n0, approximated by H01 ⇠ N ((N2 �1�n0)q, (

N
2 �1�n0)q(1�q)) |N0 =

n0.

• Since H00 and H01 are conditionally independent given N0 = n0, their sum H0 = H00 +
H01 also follows a normal distribution with parameters given by the sum of their means and
variances. Thus, the number of total L0 nodes connected to node i (except itself) follows
H0 ⇠ N (n0p+ (N2 � 1� n0)q, n0p(1� p) + (N2 � 1� n0)q(1� q)) | N0 = n0. We are
going to get rid of the dependency of N0 by estimating it by a normal distribution with the
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mean and variance of the marginal distribution of H0:
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✓
N

2
� 1� E[N0]

◆
q

=

✓
N

2
� 1

◆
 p+

✓
N

2
� 1�

✓
N

2
� 1

◆
 

◆
q

=

✓
N

2
� 1

◆
(p + q(1�  ))

Var[H0] = E[Var(H0|N0)] + Var(E[H0|N0])

= E[N0]p(1� p) +

✓
N

2
� 1� E[N0]

◆
q(1� q)

+ Var
✓
N0(p� q) +

✓
N

2
� 1

◆
q

◆

=

✓
N

2
� 1

◆
 p(1� p) +

✓
N

2
� 1�

✓
N

2
� 1

◆
 

◆
q(1� q)

+ (p� q)2
✓
N

2
� 1

◆
 (1�  )

=

✓
N

2
� 1

◆
( p(1� p) + (1�  )q(1� q) + (p� q)2 (1�  ))

• The number of nodes (L1, C1) follows N1 ⇠ B(N2 , ), approximated by N1 ⇠
N (N2  ,

N
2  (1 �  )). The amount of them connected to node i follows H11 ⇠

B(n1, q) | N1 = n1, approximated by H11 ⇠ N (n1q, n1q(1� q)) | N1 = n1.

• The number of nodes (L1, C0) that are connected to node i follows H10 ⇠ B(N2 �
n1, p) | N1 = n1, approximated by H10 ⇠ N ((N2 � n1)p, (

N
2 � n1)p(1� p)) | N1 = n1.

• Similarly to L0, the number of total L1 nodes connected to node i follows H1 ⇠ N (n1q +
(N2 � n1)p, n1q(1� q) + (N2 � n1)p(1� p)) | N1 = n1. We will estimate it by a normal
distribution with its mean and variance:
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The representation of node i after one step of sum aggregation is the summation of H0 + 1 (indepen-
dent) normal distributions ⇠ N (�µ0,�

2
0) and H1 (independent) normal distributions ⇠ N (µ0,�

2
0).

Therefore:

X
0
(L0,C0)

⇠ N (�µ0(1 + h0 � h1), �
2
0(1 + h0 + h1)) | H0 = h0, H1 = h1
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Again calculating its mean and variance:
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For a more clear analysis of this formula, we take µ0 = 1,�0 = 1 and N large enough:
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For P (M |L0, C1) = P (X 0
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> 0), the calculation of the predicted label of a (L0, C1) node
follows exactly the same steps, but exchanging p and q, as the probabilities for nodes to be connected
to node i are now exactly of the opposite community. So we have P (X 0
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B Additional results

In Table 5 we compare our results with an additional baseline [5] (DHGR), which uses a feature
similarity based rewiring for heterophilic graphs. As there was no code available to reproduce the
results, we take the results reported from the paper.

C Effect on homophily

Graph neural networks provably perform better on homophilic graphs and some good-heterophilic

graphs [39]. We investigate the effect our one-shot rewiring strategy (GCN.GCN) has on Edge label
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Table 4: Node classification on 2 homophilic and 2 heterophilic graphs using Iterative SoLAR.

GCN.GCN-Delete GCN.GCN-Add

Dataset Cora Citeseer Chameleon Squirrel Cora Citeseer Chameleon Squirrel

Iterations Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy

0 84.13±0.32 72.58±1.85 29.31±2.09 26.44±0.28 84.13±0.32 72.58±1.85 29.31±2.09 26.44±0.28
1 86.45±0.58 77.0±0.31 31.31±1.01 31.31±0.32 92.26±0.00 76.82±0.16 31.52±0.17 34.14±0.31
2 85.94±0.48 78.9±0.46 31.1±0.77 32.06±0.16 88.39±0.00 79.76±0.79 31.79±0.14 30.97±0.40
3 89.16±0.95 77.51±0.57 35.66±0.35 33.20±1.12 84.26±0.52 77.22±0.65 30.62±0.51 26.97±0.86
4 86.19±1.85 73.86±1.6 34.62±2.39 31.76±0.82 81.94±0.00 78.2±2.15 25.52±1.23 30.14±0.35

GAT.GAT-Delete GAT.GAT-Add

0 83.48±1.20 77.55±2.65 35.66±3.48 35.17±1.94 83.48±1.20 77.55±2.65 35.66±3.48 35.17±1.94
1 88.65±0.66 81.14±0.16 33.03±1.16 38.28±0.98 88.26±0.63 76.33±0.26 27.93±0.22 38.55±1.42
2 88.77±1.12 76.16±2.23 34.41±0.26 40.34±0.79 83.87±0.41 77.63±0.83 30.14±0.41 41.45±1.20
3 88.65±1.85 76.98±0.76 36.83±1.67 35.45±3.03 87.35±0.66 77.96±0.46 34.97±0.83 40.83±2.53
4 89.94±1.45 73.96±2.68 35.03±0.56 39.24±3.18 85.94±0.63 73.14±0.79 26.41±0.60 41.17±1.75

informativeness (ELI) and adjusted homophily score proposed in [47] and report the Normalized
Mutual Information between the node ground truth labels and community membership labels after
performing modularity maximization [16] on the rewired graph in §C. Evidently, our rewiring strategy
improves the homophily score, as well as the edge label informativeness (denoted by ELI), which is
also found to have high correlation to GNN performance [47]. We also better align the node ground
truth labels to community labels, as we delete inter-community edges (denoted by NMI).

(c) ELI, Homophily, NMI for Cora and Citeseer
with GCN.GCN.

(d) ELI, Homophily, NMI for Chameleon and
Squirrel with GCN.GCN.

Figure 7: The effect of one-shot rewiring on ELI, homophily and NMI on Cora, Citeseer, Chameleon
and Squirrel datasets.

C.1 Iterative SoLAR

As outlined in Figure 1, we can have an iterative rewiring procedure that constantly updates its
predictions till certain number of edges are modified. In Table 4, we present results on Cora [40],
Citeseer [54], Chameleon and Squirrel [48] using the iterative version of rewiring for combinations
GCN.GCN and GATv2.GATv2 both deletions and additions. The iteration 0 refers to the baseline,
where no rewiring is performed. Since it is more computationally expensive to perform iterative
rewiring on several splits of the data, we instead divide the datasets into one 80/20 split for train/test
nodes respectively, and report the final test accuracy averaged over 5 random seeds. The hidden
dimension used is {32,128}. The learning rate is {0.01, 0.001} with no dropout and weight decay.
The hyperparameters obtained from the one-shot pruning were applicable here as well. We can see
from the table that we can get significant boost in the accuracy (for instance, Cora 92.26%) by doing
iterative rewiring, as the proxy labels get iteratively better. Our experiments indicate that usually
2-3 iterations of edge modifications should suffice to get a good performance. We also visualize a
T-SNE plot in Figure 8 of the node embeddings after training on the original graph and the rewired
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graph (GCN .GCN) on Cora and Squirrel datasets. From the figure, we can see that the classes
are more separable in the embedding space on the rewired graph, the class separability is more
evident in a homophilic graph like Cora (Figure 8(b) than in a heterophilic graph like Squirrel (8(d)),
highlighting the fact that GNNs are usually more useful in homophilic settings and if the surrogate
model gives noisy labels for rewiring, the performance on the downstream is also affected. These
plots further substantiate our claims about task-community alignment and how our rewiring can effect
these changes.

(a) GCN trained on the original Cora
graph.

(b) GCN.GCN trained on Cora with 1500
inter-class edge deletions.

(c) GCN trained on the original Squirrel
graph.

(d) GCN.GCN trained on Squirrel with
20K inter-class edge deletions.

Figure 8: We plot T-SNE for Cora and Squirrel datasets after training a GCN on the original graph
and the rewired graph.

D Training details

We use PyTorch-Geometric and DGL library for all our experiments. We use a 2-layered GCN
[34] and GATv2 [8] with {8, 16} attention heads. For datasets Cora, Citeseer, Pubmed, Cornell,
Texas, Wisconsin, Chameleon, Squirrel, Actor, CS, Physics and Photo the final test accuracy is
reported averaged over 100 splits, run for 100 epochs. We use the split mechanism introduced in
[56]. The weight decay and dropout are set to 0. The hidden dimension sizes we experimented
with are {32,128,512} and learning rate {0.01,0.001}. The heterophilic graphs (Cornell, Texas,
Wisconsin, Chameleon, Squirrel and Actor) are taken from [48]. For experiments on Roman-empire
and Amazon-ratings, we use the code base provided by [48], where the datasets are split into 50/25/25
for train/test/validation respectively. The accuracy is averaged over 10 runs run for 1000 epochs.
We use a 5-layered GCN and GATv2 for these experiments, which are further augmented with skip
connections, layernorm [3] and batchnorm [30] to facilitate training them better. For the Penn94
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Table 5: Node classification on heterophilic graphs using one-shot rewiring.

Method Cornell Texas Wisconsin Chameleon Squirrel Actor

GCN 68.31±8.13 73.47±10.13 66.14±9.23 54.64±6.94 43.25±6.32 28.26±3.22
GAT 86.84±9.78 89.01±10.43 87.56±9.20 61.79±10.20 45.71±5.12 29.41±2.98

GCN+FoSR 71.64±9.80 73.93±10.23 65.85±7.73 54.40±6.58 42.80±6.40 28.66±3.21
GAT+FoSR 76.12±6.51 78.15±7.81 74.08±9.01 46.48 ± 4.97 47.40±7.17 27.45±3.61

GCN+Proxydelmin 81.94±7.96 83.46±10.90 70.63±7.68 53.64±6.00 41.26±5.35 28.58±2.93
GAT+Proxydelmin 85.40±7.64 83.44±9.52 79.78±11.26 66.15±12.01 45.02±5.13 32.37±4.36

GCN+DHGR 67.38±5.33 81.78±0.89 76.47±3.62 70.83±2.03 67.15±1.43 36.29±0.12
GAT+DHGR 70.09±6.77 83.78±3.37 73.20±4.89 72.11±2.87 62.37±1.78 34.71±0.48

GCN.GCN+Delete 68.35±8.54 74.12±9.89 67.85±7.14 57.19 ± 6.45 44.50±6.29 29.25±3.50
GCN.GCN+Add 69.42±8.93 74.20±10.26 68.51±7.20 56.43 ± 6.16 44.04±6.34 28.16±3.22

GAT.GAT+Delete 87.40±9.89 90.14±10.64 88.32±9.08 68.89±11.50 49.10±5.59 30.31±4.29
GAT.GAT+Add 87.12±9.59 87.97±10.95 87.76±9.57 66.35±11.18 46.44±6.00 29.46±4.67

dataset introduced in [38], we use hidden dimension size of 32, learning rate set to 0.01, weight decay
1e� 3 and also batchnorm. All the experiments were done on 2 V100 GPUs. The hyperparameters
used for our experiments are provided in the tables below. The runtime is provided in seconds for
one-shot rewiring. The statistics for the datasets used is given in Table 6. Our code is available.

Table 6: Statistics of the graphs used. We use the largest connected component for all our experiments.

Dataset #Nodes #Edges
Cora 2,708 10,138

Citeseer 3,327 7,358
Pubmed 19,717 88,648
Cornell 183 277
Texas 183 279

Wisconsin 251 450
Chameleon 890 8,854

Squirrel 2,223 57,850
Actor 7,600 26,659

CS 18,333 1,63,788
Physics 34,493 4,95,924
Photo 7,650 2,38,162

Roman-empire 22,662 32,927
Amazon-ratings 24,492 93,050

Penn94 41,554 13,62,229

Table 7: Hyperparameters for GCN.GCN+Del
Dataset EdgesDeleted LR HiddenDimension Runtime

Cora 1500 0.01 32 71.43
Citeseer 1500 0.01 32 84.08
Pubmed 10000 0.01 32 90.79
Cornell 100 0.001 128 86.76
Texas 100 0.001 128 73.94

Wisconsin 100 0.001 128 77.23
Chameleon 5400 0.001 128 76.82

Squirrel 310000 0.001 128 78.70
Actor 16000 0.001 128 80.12

CS 22000 0.01 128 200.90
Physics 30000 0.01 128 412.47
Photo 35000 0.01 512 263.11

Table 8: Hyperparameters for GCN.GCN+Add
Dataset EdgesAdded LR HiddenDimension Runtime

Cora 6929 0.01 32 89.43
Citeseer 7168 0.01 32 70.88
Pubmed 352 0.01 32 94.07
Cornell 55 0.001 128 88.76
Texas 54 0.001 128 74.33

Wisconsin 41 0.001 128 86.68
Chameleon 4088 0.001 128 70.35

Squirrel 12349 0.001 128 74.85
Actor 12215 0.001 128 78.38

CS 8680 0.01 32 129.36
Physics 45991 0.01 32 351.85
Photo 26846 0.01 32 108.79
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Table 9: Hyperparameters for GAT.GAT+Add
Dataset EdgesAdded LR HiddenDimension Runtime

Cora 9711 0.001 32 149.73
Citeseer 11996 0.001 32 192.35
Pubmed 17647 0.001 32 594.85
Cornell 37 0.001 32 134.70
Texas 55 0.001 32 123.80

Wisconsin 49 0.001 32 135.06
Chameleon 4167 0.001 32 105.65

Squirrel 20754 0.001 32 313.19
Actor 30251 0.001 32 388.99

CS 27592 0.001 32 2292.85
Physics 46700 0.001 32 1761.90
Photo 27713 0.01 32 456.02

Table 10: Hyperparameters for GAT.GAT+Del
Dataset EdgesDeleted LR HiddenDimension Runtime

Cora 1700 0.001 32 105.27
Citeseer 1500 0.001 32 116.28
Pubmed 14126 0.001 32 395.73
Cornell 120 0.001 32 100.89
Texas 120 0.001 32 131.33

Wisconsin 120 0.001 32 131.69
Chameleon 6000 0.001 32 169.09

Squirrel 35000 0.001 32 212.64
Actor 30000 0.001 32 139.54

CS 30000 0.001 32 1579.53
Physics 30000 0.001 32 3766.81
Photo 40264 0.001 32 450.34
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